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Injury surveillance in accident and emergency departments: to sample or not to sample?
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Abstract

Objectives—To establish whether injury surveillance based on sampling strategies is as valid as total patient surveillance.

Methods—Canadian Hospitals Injury Reporting and Prevention Program (CHIRPP) data for 1996 were retrospectively analysed using five sampling frames. Proportions for key variables were calculated for each sample, then compared with the proportions for the total population of patients.

Results—Two of the five sampling frames produced statistically significant differences from the total population, which can be explained by seasonal variations. However, no significant differences were observed between the remaining three samples and the total population.

Conclusions—A well planned and executed sampling strategy can generate as valid data as total patient surveillance, obviating the need for data collection on every patient presenting with an injury or poisoning. In practice, however, systematic sampling can be difficult to implement and sustain, counterbalancing the economic advantages.

(Injury Prevention 1998;4:50–53)
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Evidence suggests that injury surveillance in accident and emergency departments is a valuable and achievable objective.1–3 Such systems provide a proactive mechanism for routinely monitoring injury incidence, identifying risk factors, stimulating preventive programmes, and evaluating their effectiveness.4 However, the implementation and operation of such a system involves additional, often scarce, resources. In addition to the costs of system installation and maintenance, a considerable investment in personnel is usually required to collect, computerise, and analyse information.1,2

Although hospitals may be sampled to provide a representative data set across regions or nations, the majority of injury surveillance systems collect information on all patients presenting to the designated accident and emergency departments,3–7 making these systems relatively expensive. This paper examines whether it is necessary to include all patients in injury surveillance, or whether a sample offers a valid, and cheaper, alternative. Data collected during 1996 by the Canadian Hospitals Injury Reporting and Prevention Program (CHIRPP) system at the Royal Hospital for Sick Children in Glasgow were analysed retrospectively to examine the extent to which the use of various sampling frames would have resulted in representative samples, as reflected by the frequency distribution of selected key variables.

Method

CHIRPP is a computerised information system that collects data on all patients presenting with injuries or poisoning to accident and emergency departments. This system has been in operation at the Accident and Emergency Department, Royal Hospital for Sick Children, Yorkhill in Glasgow since 1993.1 During the calendar year 1996, 7940 CHIRPP forms were completed (over 90% of eligible patients). Several sampling frames were applied to these data. The sampling frames were largely arbitrary, although they had been identified as logistically possible: sample 1: every 10th attendance (n=794); sample 2: every eighth day (n=1032); sample 3: once a week (week day) (n=1104); sample 4: once a week (weekend) (n=1123); and sample 5: four months out of 12 (n=2245).

Proportions for the following key variables were calculated: age, sex, injury type, injury location, activity at the time of injury, and the body part injured. For each sampling frame, the proportions for each sample were compared with the proportions for the total population of injured children recorded on CHIRPP. Confidence intervals were calculated, and differences between proportions examined using the common proportion and the standard error.7 The null hypothesis assumed no differences in the proportions between the samples.8

Results

Three statistically significant differences were found between the proportions generated by the sampling frames and the events observed in the total population of injured children (table 1). Significantly more children sustained...
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Statistically significant differences observed in the proportions between two of the systematic sampling frames and the total population of injured children may be explained by seasonal variation. July (included in sample 5) encompasses the school holidays, when it is likely that there will be an increase in the number of injuries sustained while playing in and around the home and a decrease in the number of injuries sustained in the school playground. This is probably also true for the weekend sample (sample 4) with respect to injuries sustained in the school playground.

No other significant differences were found, suggesting that a well planned and executed sampling strategy, such as sampling every 10th attendance or collecting data every eighth day, can generate data of equal quality to surveillance including all patients. The use of a systematic sampling strategy may relieve the pressure on both personnel and other resources at accident and emergency departments by obviating the need for data collection on every patient presenting with an injury or poisoning. Such sampling strategies would not affect the overall quality of information available on a medical record because the CHIRPP data collection sheet is completed separately from routine record keeping.

Systematic sampling is also economically attractive. Adopting a sampling strategy for the CHIRPP system in Glasgow would result in cost reductions of approximately 30%. The costs of installing CHIRPP, staff training, and data analysis would remain the same. However, considerable savings would be made in the data collection, coding, and computerisation phases. Such a reduction in the costs of running an injury surveillance system may entice other public health organisations and agencies to investigate the possibilities of introducing such a system in their locality.

Nevertheless, in practice, systematic sampling may present logistical problems that counterbalance the economic attractions. Staff may forget to include every patient, or more seriously, select cases in a biased manner (according to perceived severity, for example). Other disadvantages include the inability of a sample to provide a comprehensive profile of injuries, especially unusual or densely clustered events, and the unsuitability of a sample based surveillance system for clinical purposes, such as audit or medicolegal review.

Of course, surveillance based on data collected from just one hospital (whether sampled or not) is a relatively poor alternative to a population based system. However, if as this study suggests, a systematic sampling strategy is not detrimental to the quality of data collected at any one hospital, the adoption of a systematic sampling strategy in a representative sample of hospitals in a locality may result in better quality epidemiological information than a single hospital collecting information on all injury events.

This paper has demonstrated that a systematic sampling strategy can generate as valid data on the pattern of injuries presenting to accident and emergency departments as total population surveillance. However, there are

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total population of injured children (n=7940)</th>
<th>Sample 1: every 10th attendance (n=9794)</th>
<th>Sample 2: every eighth day (n=1032)</th>
<th>Sample 3: once a week (weekday) (n=1104)</th>
<th>Sample 4: once a week (weekend) (n=1112)</th>
<th>Sample 5: four months (Jan-Apr, Jul-Oct) (n=2245)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0–4</td>
<td>35 (36 to 38)</td>
<td>39 (36 to 42)</td>
<td>37 (34 to 40)</td>
<td>37 (34 to 40)</td>
<td>36 (32 to 41)</td>
</tr>
<tr>
<td></td>
<td>5–9</td>
<td>34 (33 to 35)</td>
<td>31 (28 to 34)</td>
<td>33 (30 to 36)</td>
<td>33 (30 to 36)</td>
<td>34 (31 to 37)</td>
</tr>
<tr>
<td></td>
<td>10–14</td>
<td>29 (29 to 30)</td>
<td>36 (27 to 33)</td>
<td>30 (27 to 33)</td>
<td>30 (27 to 33)</td>
<td>27 (24 to 30)</td>
</tr>
<tr>
<td>Sex</td>
<td>Male</td>
<td>58 (57 to 59)</td>
<td>66 (57 to 63)</td>
<td>56 (53 to 59)</td>
<td>59 (56 to 62)</td>
<td>59 (56 to 62)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>42 (41 to 43)</td>
<td>40 (37 to 43)</td>
<td>44 (41 to 47)</td>
<td>41 (38 to 44)</td>
<td>41 (38 to 44)</td>
</tr>
<tr>
<td>Injury type</td>
<td>Cut/laceration</td>
<td>21 (20 to 22)</td>
<td>22 (19 to 25)</td>
<td>19 (17 to 21)</td>
<td>19 (17 to 21)</td>
<td>20 (18 to 22)</td>
</tr>
<tr>
<td></td>
<td>Fracture</td>
<td>13 (12 to 14)</td>
<td>11 (10 to 12)</td>
<td>11 (9 to 13)</td>
<td>13 (11 to 15)</td>
<td>13 (11 to 15)</td>
</tr>
<tr>
<td></td>
<td>Sprain/strain</td>
<td>12 (11 to 13)</td>
<td>12 (11 to 13)</td>
<td>11 (9 to 13)</td>
<td>10 (8 to 12)</td>
<td>10 (8 to 12)</td>
</tr>
<tr>
<td>Location</td>
<td>Own home</td>
<td>42 (41 to 43)</td>
<td>42 (38 to 46)</td>
<td>42 (39 to 45)</td>
<td>44 (41 to 47)</td>
<td>46 (43 to 49)</td>
</tr>
<tr>
<td></td>
<td>School playground</td>
<td>8 (7 to 9)</td>
<td>7 (5 to 9)</td>
<td>9 (7 to 11)</td>
<td>9 (7 to 11)</td>
<td>9 (7 to 11)</td>
</tr>
<tr>
<td></td>
<td>Other home</td>
<td>6 (5 to 7)</td>
<td>6 (4 to 8)</td>
<td>6 (5 to 7)</td>
<td>5 (4 to 6)</td>
<td>6 (5 to 7)</td>
</tr>
<tr>
<td></td>
<td>Public playground</td>
<td>6 (5 to 7)</td>
<td>6 (4 to 8)</td>
<td>6 (5 to 7)</td>
<td>5 (4 to 6)</td>
<td>6 (5 to 7)</td>
</tr>
<tr>
<td>Activity</td>
<td>Playing</td>
<td>67 (66 to 68)</td>
<td>68 (65 to 71)</td>
<td>64 (61 to 67)</td>
<td>66 (63 to 69)</td>
<td>70 (67 to 73)</td>
</tr>
<tr>
<td></td>
<td>Walking/crawling</td>
<td>16 (15 to 17)</td>
<td>14 (12 to 16)</td>
<td>14 (12 to 16)</td>
<td>14 (12 to 16)</td>
<td>14 (12 to 16)</td>
</tr>
<tr>
<td></td>
<td>Body part injured</td>
<td>Head</td>
<td>39 (38 to 40)</td>
<td>39 (36 to 42)</td>
<td>36 (34 to 40)</td>
<td>39 (36 to 42)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Upper extremities</td>
<td>35 (34 to 36)</td>
<td>38 (35 to 41)</td>
<td>36 (34 to 38)</td>
<td>35 (33 to 37)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lower extremities</td>
<td>21 (20 to 22)</td>
<td>19 (16 to 22)</td>
<td>21 (19 to 23)</td>
<td>21 (19 to 23)</td>
</tr>
</tbody>
</table>

*Statistically significant difference from total population.
both advantages and disadvantages to adopting sampling strategies. Each department must assess whether sampling is appropriate depending on their available resources and information requirements.
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ANOVA, \( t \) tests, and linear regression

Robert W Platt

In the last issue, I discussed logistic regression and the structure of linear models when the response or outcome is binary. Binary outcomes can take on only two values, like dead/alive or boy/girl, as compared with continuous outcomes which can take on any value on a numeric scale, like blood pressure or weight. Now, let’s take a step back and consider the various models and tests for continuous outcomes. The common theme in these methods is understanding variability in the response variable, and dividing the total variance of a statistic into variation that can be explained and random variation that cannot be explained.

The \( t \) test is probably the simplest commonly used statistical procedure. To compare the mean of a continuous variable in two different populations, the difference between the two means divided by its standard deviation has a special distribution, known in this case as the \( t \) distribution. This relationship also allows construction of confidence intervals for the difference in means, and these provide information about the mean difference and its variability. When the difference between the two means (the between groups variability) is large relative to its standard deviation (the random variability) the \( t \) test will be statistically significant.

What happens when we want to test if there is a difference in means among three or more groups? Analysis of variance, or ANOVA, generalizes the \( t \) test to several groups. Since there are more than two groups being compared, we have to look at more than just mean differences. The method for testing the whether the mean level in all of the groups is the same follows a general pattern similar to that for the \( t \) test. The variance between groups summarizes the part of the total variability in the measures that can be explained by the assumption that the measurements come from different populations. The ratio between this “between groups variance” and the total variance in the dataset is high when there is a significant difference. This will occur when the means of the groups are far apart and the variability within the groups is small. The appropriate test of statistical significance here is the \( F \) test, which compares the ratio of the two variances to values found in \( F \) distribution tables.

The general test in the ANOVA model tests the null hypothesis that all of the group means are equal. Rejecting this hypothesis means that we believe that at least one difference of two means is not zero; often, we are interested in a specific difference, or in finding out which of the differences is significantly different from zero. To do this requires a second step—one that compares individual means using a modified version of the \( t \) test which can be done with a variety of common procedures.

Finally, consider the situation where, rather than dividing the population into groups, we wish to examine the association between a continuous outcome and a continuous variable (this can be thought of as an ANOVA where we have many different groups and these groups are ordered by the values of the continuous covariate). Here, we use linear regression, which associates the two variables through a \( \beta \) coefficient. This can easily be generalized to multiple regression, where we consider several covariates at the same time to try to understand their joint relationship to the outcome.

The \( t \) test can be thought of as a simple regression model with the covariate taking on only two values, and the ANOVA can also be viewed as a regression model with multiple covariates. More complicated ANOVA models can also be thought of in regression frameworks. The regression approach requires more work but it allows us to consider all these models in one unified framework and thus allows complete control of the comparisons made. Further, the calculation of the \( \beta \) coefficients and standard errors for these coefficients allows us to use confidence intervals rather than relying on hypothesis tests as in the ANOVA.
These three procedures are the main ways of dealing with the association of a continuous variable with continuous or categorical (grouping) covariates. The regression approach has many advantages, including the unified framework, the easy use of confidence intervals, and the option to manipulate the covariates, that usually make it the best choice.


**Further reading**

---

**Right gun, next villain, please**
An essay on “the campaign to encourage responsible drinking has scored a steady decline in drunk driving accidents and deaths. Now it’s time to address ourselves to the car commercials” (Robert Ramsay, *Globe and Mail*, April 1997).

**Skateboarding on danger list**
“Skateboarding has joined hang gliding and rock climbing as one of California’s legally dangerous sports” (*Herald*, October 1997).

**Child pushed screen; fell to death**
“He put his two hands on the screen and it fell”. Parents blamed the landlord for failing to childproof the floor level windows. “This is the only way to make windows safe”, said Dr Barry Pless (*Montreal Gazette*, 1997).

**Injuries add to call for safe infant walkers**
“Doctors and consumer advocates have long sought to ban baby walkers because they cause more injuries than any other children’s product. The government has tried to solve the problem through optional warning labels and public education campaigns, but a new study concludes these efforts are ineffective” (Susan Gilber, *New York Times*, 1997).